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Abstract

Extreme value theory can be used to predict the occurrence of rare events, such as extreme flood, large insurance losses, stock market crash, or human life expectancy. In this project, we apply the extreme value theory to the athletic events. For athletic events, we mainly focus on the estimation of best athletic performance in near future using extreme value theory. Two types of estimation methods will be used, namely, moment method and maximum likelihood method (MLE). We will give estimation of future athletic record using both methods and compare the results.
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Chapter 1

Introduction

Every four years, athletes from all over the world gather at the Olympic Games to compete for medals. It takes athletes years of professional training to have a chance to break the existing world record. So an interesting question is: under the present knowledge of training, material (shoes, suits and equipment), and drug laws, how much more could athletes possibly exceed the current world record in near future?

To answer this question, we can use the extreme value theory, which deals with the issues of extremes. Let $X_1, X_2, X_3, \ldots$ be independent and identically distributed random variables, with a distribution function $F$. For any positive integer $n$, let $M_n = \max\{X_1, X_2, X_3, \ldots, X_n\}$ denote the maximum of the $n$ values, then

$$P(M_n \leq x) = P(X_1 \leq x, X_2 \leq x, X_3 \leq x, \ldots, X_n \leq x)$$

$$= P(X_1 \leq x) \times P(X_2 \leq x) \times P(X_3 \leq x) \times \cdots \times P(X_n \leq x)$$

$$= F^n(x).$$

where $x \in \mathbb{R}$. The minimum can be derived using similar technique, but it’s not used in this project thus not discussed. If we know the distribution $F$, we can easily calculate the exact distribution of $M_n$, but this is not true in most cases. If we denote $x^*$ as the upper endpoint of distribution $F$, where $x^* = \sup\{x : F(x) < 1\} \leq \infty$, then for any $\epsilon > 0$,

$$\lim_{n \to \infty} P(|M_n - x^*| > \epsilon) = 0,$$

thus we know

$$M_n = \max(X_1, X_2, \ldots, X_n) \xrightarrow{P} x^*$$
In fact, if \( x < x^* \), \( P(M_n \leq x) = F^n(x) \to 0 \), as \( n \to \infty \);
If \( x \geq x^* \), \( P(M_n \leq x) = F^n(x) = 1 \), for all \( n \).
This means no matter what value \( x \) takes, \( P(M_n < x) \) can be only 0 or 1 as \( n \to \infty \),
which is degenerate and is not a meaningful study of the distribution of \( M_n \). In order

To obtain non-degenerate limit distribution, we need to normalize the distribution.

**Theorem 1.1 (Fisher and Tippett[1], Gnedenko[2]).** Let \( X_1, X_2, X_3, \ldots \) be i.i.d.
random variables with distribution function \( F \). Suppose there exists a sequence of con-
stants \( a_n > 0 \), and \( b_n \) real \((n = 1, 2, \ldots)\), such that
\[
\max(X_1, X_2, X_3, \ldots, X_n) - b_n
\]
has a non-degenerate limit distribution as \( n \to \infty \). Then,
\[
\lim_{n \to \infty} \Pr \left( \frac{M_n - b_n}{a_n} \leq x \right) = \lim_{n \to \infty} F^n(a_n x + b_n) = G_{\gamma}(x), \tag{1.1}
\]
where
\[
G_{\gamma}(x) = \exp(-(1 + \gamma x)^{-1/\gamma})
\]
for some \( \gamma \in \mathbb{R} \), with \( x \) such that \( 1 + \gamma x > 0 \).

If we take the logarithm of second half of equation (1.1), for any continuity point \( x \)
satisfying \( 0 < G_{\gamma}(x) < 1 \),
\[
\lim_{n \to \infty} n \log F(a_n x + b_n) = \log G_{\gamma}(x). \tag{1.2}
\]
Since \( M_n \overset{p}{\to} x^* \) as \( n \to \infty \), then \( F(a_n x + b_n) \to 1 \) as \( n \to \infty \), for each \( x \),
\[
\lim_{n \to \infty} \frac{-\log F(a_n x + b_n)}{1 - F(a_n x + b_n)} = 1. \tag{1.3}
\]
Using the result above, equation (1.2) can be rewritten as
\[
\lim_{n \to \infty} n (1 - F(a_n x + b_n)) = -\log G_{\gamma}(x), \tag{1.3}
\]
or
\[
\lim_{n \to \infty} \frac{1}{n (1 - F(a_n x + b_n))} = \frac{1}{-\log G_{\gamma}(x)}. \tag{1.4}
\]
Next, we can use inverse functions to reformulate the previous equations and derive
more encouraging results. For any nondecreasing function, \( f \), define \( f^{-1} \) to be its left-
continuous inverse. i.e.,
\[
f^{-1}(x) = \inf(y : f(y) \geq x).
\]
Lemma 1.1. Suppose $f_n$ is a sequence of nondecreasing functions and $g$ is a non-decreasing function. Suppose that for each $x$ in some open interval $(a,b)$ that is a continuity point of $g$,

$$\lim_{n \to \infty} f_n(x) = g(x).$$

Let $f_n^{-1}, g^{-1}$ be the left-continuous inverses of $f_n$ and $g$. Then, for each $x$ in the interval $(g(a), g(b))$ that is continuity point of $g^{-1}$ we have

$$\lim_{n \to \infty} f_n^{-1}(x) = g^{-1}(x).$$

(1.5)

Let the function $U$ be the left-continuous inverse of $1/(1 - F)$, and we apply Lemma (1.1) to equation (1.4) on the preceding page. It follows that equation (1.4) turns out to be equivalent to

$$\lim_{n \to \infty} \frac{U(nx) - b_n}{a_n} = G^{-1}\left(e^{-1/x}\right)$$

(1.6)

for each positive $x$. Equation (1.6) is equivalent to equation (1.3) or (1.4) but it has simpler form. More encouraging results can be found in the following way:

Theorem 1.2. Let $a_n > 0$ and $b_n$ be real sequences of constants and $G$ a non-degenerate distribution function. The following statements are equivalent:

1. $$\lim_{n \to \infty} F^n(a_n x + b_n) = G_{\gamma}(x),$$

for each continuity point $x$ of $G$.

2. $$\lim_{n \to \infty} n (1 - F(a_n x + b_n)) = -\log G_{\gamma}(x),$$

for each continuity point $x$ of $G$ for which $0 < G(x) < 1$.

3. $$\lim_{n \to \infty} \frac{U(nx) - b_n}{a_n} = G^{-1}\left(e^{-1/x}\right)$$

for each $x > 0$ continuity point of $G^{-1}\left(e^{-1/x}\right)$. 
Chapter 2

Data Description

In this chapter, the method of data collection will be discussed. Because of the nature of extreme value theory, all the data will be ordered first, and only those data beyond a certain threshold will be selected to conduct further analysis. As our data comes from either the Olympic Games or other top athletic events, athletes competing in this level usually represent the highest level of that country. Under this logic, all the data recorded by the International Association of Athlete Federations (IAAF) will be treated as extreme values.

In this project, we only focus on four athletic events for both male and female athletes: 100 meters run, 200 meters run, 400 meters run, and 800s meter run. We collected data for these four events from IAAF website for the period of year 2002 to year 2006. In some previous papers, people build models using top performance data from each year and try to figure out a model predicting how the world record changes over time. This is intuitively correct, but the result may not be reliable. For example, suppose you have data only from year 2000 to year 2010, and you want to build a model and use it to predict what will happen in the year 2050. If everything remains the same, this might work, but over a long period of time, technology may lead to breakthroughs in equipment or training method, which may have a significant contribution to the world record. Another drawback of this idea is that some top athletes may participate in more than one event each year and thus may contribute many data points to each year. In this case, the data from the same athlete will not be independent and identically distributed, which violates the basic assumption of the extreme value theory. Instead
of predicting records in the far future, Einmahl and Magnus\cite{5} introduced a new idea to overcome the difficulty by using personal best performance, not the top performance in each year.

After data collection, we order and clean the data in each year first, and then we combine them into one column. Let’s take the men’s 100 meters run as an example. Suppose we have the data from year 2001 to year 2005, we order the data in each year from highest record (shortest time) to lowest record (longest time), and then the lowest record (longest time) of each year will be compared. For the lowest record of each of the five years, we will take the maximum of these five records and use this maximum as lower bound or threshold. All the records lower than this value will be deleted from the dataset. For all the athletes with a better performance than this lower bound, we will compare all his/her records and only keep the best one and delete the rest. In this way, any athlete with a higher-than-threshold record between 2001 to 2005 will be combined into our final dataset, and his/her name will appear only once with his/her best performance. Then we will order the final dataset from highest record (shortest time) to lowest record (longest time) for the future analysis.

Another issue is the order statistics. Since we are conducting analysis using the upper order statistics, which means the bigger the better, our data come from four different running events, in which the less time the athlete uses, the better performance it is. In order to solve this discrepancy, we transform the time into speed, and Einmahl and Magnus\cite{5} convert seconds directly into kilometers per hour.

Because of the imperfection of timing, running times are usually recorded with an accuracy of 0.01 seconds. This will lead data to occur in clusters. For example, more than 10 or 20 athletes could have a record of 10.12 seconds in 100 meters run. If you plot these records, all the 10 or 20 records will concentrate on one point, which will bring problems in analyzing the process. To facilitate the analysis, we will need to “smooth” the data before conducting an analysis. The smoothing method given by Einmahl and Magnus\cite{5} is the following: Assume we have $m$ athletes with the same personal best of $d = 10.02$ seconds in 100 meters, then the $m$ data points will be smoothed over the interval of (10.015, 10.025)
by:

\[ d_j = 10.015 + 0.01 + \frac{2j - 1}{2m}, \quad j = 1, 2, \ldots, m. \]  

(2.1)

After cleaning the data, we begin to conduct the analysis, and the details will be discussed in the next chapter.
Chapter 3

Methodology

With data ready to use, we begin to use two approaches, the moment method and the penalized maximum likelihood method, to analyze the data and give an estimate of the right endpoint. Details will be discussed in section 3.1 and section 3.2 on page 10.

3.1 Moment Method

First, let’s consider only one athletic event, for example, the 100 meters run for male athletes. Let $X_1, X_2, X_3, \cdots, X_n$ denote the best personal performance data of $n$ athletes. By the assumption of extreme value theory, the $n$ data points are treated as i.i.d. observations from some distribution function $F$. Denote $X_{n,1} \leq X_{n,2} \leq X_{n,3} \leq \cdots \leq X_{n,n}$ as the corresponding order statistics, so $X_{n,1}$ is the worst performance value, and $X_{n,n}$ is the best performance value, the current world record. For this project, $X_{n,n}$ will be the fastest speed after we transform the data from time to speed.

Among the $n$ order statistics, we usually only use the $k$ upper statistics. We denote the ratio of $n$ and $k$ by $t$: $t = \frac{n}{k}$. The theoretical criterion for the choice of $k$ is that $k \to \infty$ and $t = \frac{n}{k} \to \infty$ as $n \to \infty$. In reality, we choose $k$ that is relatively small compared to $n$ and gives a reliable estimate.

Using $t$ instead of $n$, equation (1.3) on page 2 will be:

$$\lim_{t \to \infty} t \left(1 - F(a_t x + b_t)\right) = -\log G_\gamma(x) = -\left(1 + \gamma x\right)^{-1/\gamma},$$

(3.1)

where $G_\gamma(x) > 0$, $t \in \mathbb{R}^+$ and $a_t$ and $b_t$ are defined by interpolation.
As $U$ is defined to be the left-inverse function of $\frac{1}{1 - F}$, Einmahl and Magnus \cite{5} define $b_t = U(t)$ with

$$U(t) = \left( \frac{1}{1 - F} \right)^{-1}(t) = F^{-1}\left(1 - \frac{1}{t}\right),$$

where $-1$ still denote the left-continuous inverse. To estimate the right endpoint, we need to estimate $\gamma, a_t$ and $b_t$. For $1 < k < n$, Hill\cite{6} defined

$$M_n(r) = \frac{1}{k} \sum_{i=0}^{k-1} (\log X_{n,n-i} - \log X_{n,n-k})^r, r = 1, 2.$$ (3.3)

The estimator of $\gamma$ defined by Dekkers, Einmahl, and de Haan\cite{7} is:

$$\hat{\gamma} = M_n^{(1)} + 1 - \frac{1}{2} \left(1 - \frac{(M_n^{(1)})^2}{M_n^{(2)}}\right)^{-1}. $$ (3.4)

Next, the estimator of $a_t$ is given by:

$$\hat{a} = \hat{a}_{n/k} = \begin{cases} X_{n,n-k}M_n^{(1)}(1 - \hat{\gamma}) & \hat{\gamma} \leq 0, \\ X_{n,n-k}M_n^{(1)} & \text{otherwise}, \end{cases}$$ (3.5)

and Einmahl and Magnus\cite{5} estimate $b_t$ using $\hat{b} = \hat{b}_{n/k} = X_{n,n-k}$. From equation \cite{3.2} we can see that $b_{n/k} = U_{n/k}$, and $\hat{b}$ is the empirical analog.

The purpose of this project is to estimate the right endpoint:

$$x^* = \sup \{x : F(x) < 1\}$$

of distribution function $F$. We assume $\gamma < 0$ when estimating $x^*$, because once $\gamma > 0$, then $x^*$ will be positive infinity.

**Theorem 3.1 (De Haan, Laurens and Ferreira, Ana\cite{3}).** For $\gamma \in \mathbb{R}$ the following statements are equivalent:

1. There exist real constant $a_n > 0$ and $b_n$ real such that

$$\lim_{n \to \infty} F^n(a_n x + b_n) = G_\gamma(x) = \exp \left(- (1 + \gamma x)^{-1/\gamma}\right).$$ (3.6)

for all $x$ with $1 + \gamma x > 0$. 
2. There is a positive function $a$ such that for $x > 0$,

$$\lim_{n \to \infty} \frac{U(nx) - U(t)}{a_n} = \frac{x^\gamma - 1}{\gamma}.$$  \hfill (3.7)

Based on equation (3.7), for large $t$, Einmahl and Magnus\cite{5} write heuristically

$$U(t\alpha) \approx U(t) + a(t) \frac{x^\gamma - 1}{\gamma}.$$  

Because $\gamma$ is a negative (otherwise $x^* = \infty$), for large $x$ with $t = n/k$,

$$x^* \approx U\left(\frac{n}{k}\right) + a\left(\frac{n}{k}\right) \frac{1}{\gamma}.$$  

Therefore, we can estimate the right endpoint $x^*$ by

$$\hat{x}^* = \hat{b} - \frac{\hat{a}}{\hat{\gamma}}.$$  \hfill (3.8)

where $\hat{\gamma} < 0$. Since $\hat{a}$ and $\hat{\gamma}$ depend on $M_n$ and $M_n$ depends on the choice of $k$, the $x^*$ will depend on choice of $k$.

When $\gamma < 0$, Dekkers et al.\cite{7} proved

$$\frac{\sqrt{k}(\hat{x}^* - x^*)}{\hat{a}} \xrightarrow{d} N\left(0, \frac{(1 - \gamma)^2(1 - 3\gamma + 4\gamma^2)}{\gamma^4(1 - 2\gamma)(1 - 3\gamma)(1 - 4\gamma)}\right).$$

After we obtain $\hat{x}^*$, we can assess the quality of the world record by measuring the value of $n(1 - F(X_{n,n}))$. In this formula, $1 - F(X_{n,n})$ is the probability of getting a larger-than-world-record data point, and multiplying by the number of data point will give the expected number of exceedances of the current world record ($X_{n,n}$). It may seem natural to measure the quality of the world record using the difference: $x^* - X_{n,n}$, but this quantity could be infinity as $\gamma$ gets close to 0 or becomes positive. It also ignores the tail behavior of $F$. Based on equation (3.1) on page 7 with $X_{n,n} = atx + bt$ and $t = n/k$, we have heuristically

$$n(1 - F(X_{n,n})) \approx k \left(1 + \gamma \frac{X_{n,n} - b_{n/k}}{a_{n/k}}\right)^{-1/\gamma}.$$  

In this case, we "estimate" the expected number $n(1 - F(X_{n,n}))$ by

$$Q = k \left[\max\left(0, 1 + \hat{\gamma} \frac{X_{n,n} - \hat{b}}{a_{n/k}}\right)\right]^{-1/\hat{\gamma}}.$$
The details of $Q$ can be found in Dijk and de Haan\cite{8} or Haan and Ferreira\cite{3}. In general, we estimate $\gamma$, the extreme value index, before we estimate the right endpoint $x^\ast$. We do not give an estimate of $x^\ast$ when the estimate of $\gamma$ is positive or so close to 0 that it is not clear if it is negative.

While the moment method by Einmahl and Magnus\cite{5} gives many good estimates, Hilbe\cite{9} pointed out that some predictions are not consistent with reality: the predicted world record for the marathon was broken in 2008 with an improvement of 27 seconds; while the prediction for the men’s 200 meters is 18.63 seconds, a record that is nearly impossible. Next, we will use another approach to tackle the problem of the endpoint estimation.

3.2 Penalized Maximum Likelihood Method

In this section, we will estimate the right endpoint using the method of Penalized Maximum Likelihood. We will start by introducing the likelihood function and Maximum Likelihood Estimation (MLE), and the Penalized Maximum Likelihood Estimation will be introduced afterwards.

**Definition 3.1. Likelihood Function:**\cite{10}

The joint density function of $n$ random variables $X_1, X_2, X_3, \cdots, X_n$ evaluated at $x_1, x_2, x_3, \cdots, x_n$, say $f(x_1, x_2, x_3, \cdots, x_n; \theta)$, is referred to as a likelihood function. For fixed $x_1, x_2, x_3, \cdots, x_n$, the likelihood function is a function of $\theta$ and often is denoted by $L(\theta)$.

If $X_1, X_2, X_3, \cdots, X_n$ represents a random sample from $f(x; \theta)$, then

\[
L(\theta) = L(x_1, x_2, x_3, \cdots, x_n \mid \theta) \\
= f(x_1, x_2, x_3, \cdots, x_n; \theta) \\
= f(x_1; \theta) \ast f(x_2; \theta) \ast f(x_3; \theta) \ast \cdots \ast f(x_n; \theta) \\
= \prod_{i=1}^{n} f(x_i; \theta)
\]

**Definition 3.2. Maximum Likelihood Estimator:**\cite{10}

Let $L(\theta) = f(x_1, x_2, x_3, \cdots, x_n; \theta)$ be the joint pdf of $X_1, X_2, X_3, \cdots, X_n$. For a given
set of observations, \((x_1, x_2, x_3, \ldots, x_n)\), a value \(\hat{\theta}\) in \(\Omega\) at which \(L(\theta)\) is a maximum is called a maximum likelihood estimate (MLE) of \(\theta\). That is, \(\hat{\theta}\) is a value of \(\theta\) that satisfies

\[
f(x_1, x_2, x_3, \ldots, x_n; \hat{\theta}) = \max_{\theta \in \Omega} f(x_1, x_2, x_3, \ldots, x_n; \theta)
\] (3.9)

If \(\Omega\) is an open interval, and if \(L(\theta)\) is differentiable and assumes a maximum on \(\Omega\), then the MLE will be a solution of the equation

\[
\frac{d}{d\theta} L(\theta) = 0 \quad \text{(or } \frac{d}{d\theta} \log L(\theta) = 0)\]

Let \(X_1, X_2, X_3, \ldots\) be independent and identically distributed random variables with distribution function \(F\) having a finite right endpoint. Let’s consider a semi-parametric model \(\theta\) satisfying the following equation:

\[
1 - F(x) = c(\theta - x)^\alpha + o((\theta - x)^\alpha)
\] (3.10)

where \(c > 0\) is an unknown constant, \(\alpha > 0\) is called exponent of the distribution function \(F\), and \(\theta\) is the right endpoint of \(F\), i.e., \(\theta = \sup\{x : F(x) < 1\}\). In comparison to the previous section, \(\theta\) here is the same as the \(x^*\) of the moment method, and \(\alpha = -1/\gamma\).

Similarly to the previous section, let’s denote \(X_{n,1} \leq X_{n,2} \leq X_{n,3} \leq \ldots \leq X_{n,n}\) as the order statistics of \(X_1, X_2, X_3, \ldots, X_n\), so \(X_{n,n}\) is the current world record. Let \(k = k(n)\) be a sequence of integers with \(k/n \to 0\). Hall[p11] treated \(k\) upper order statistics, \(X_{n,n-k+1}, X_{n,n-k+2} \cdots X_{n,n}\) as left censored observations above the threshold \(u_n = X_{n,n-k}\). Assume \(1 - F(x) = c(\theta - x)^\alpha\) temporarily, the likelihood function for \(X_{n,n-k+1}, X_{n,n-k+2} \cdots X_{n,n}\), up to a constant scale, is given by

\[
L(\theta, c, \alpha) = \prod_{j=0}^{k} \{c(\theta - X_{n,n-k+j})^{\alpha-1}\} \{1 - c(\theta - X_{n,n-k+j})^\alpha\}^{n-k-1}
\] (3.11)

Using the method introduced in this section, if we can maximize the equation [3.11], we can obtain Maximum Likelihood (ML) estimators for parameters \(\theta, c\), and \(\alpha\) (if unknown).

In this project, we focus on the case that \(\alpha > 2\) and unknown. For \(\alpha > 2\) case, by solving the log-likelihood function, the estimator of \(\theta\) by Hall is denoted \(\hat{\theta}_H\), which is the smallest solution (> \(X_{n,n}\)) of the equation

\[
(k + 1) \sum_{j=1}^{k} \log \frac{\theta - X_{n,n-k}}{\theta - X_{n,n-k+j}} - (k + 1) \sum_{j=1}^{k} \frac{X_{n,n-k+j} - X_{n,n-k}}{\theta - X_{n,n-k+j}} = 1 = 0
\] (3.12)
and the estimator for $\alpha^{-1}$ is given by

$$\tilde{\alpha}_H^{-1} = \frac{1}{k+1} \sum_{j=1}^{k} \log \frac{\theta_H - X_{n,n-k+j}}{\theta_H - X_{n,n-k+j}}$$

Theoretically, this method will give estimates of $\alpha$ and $\theta$; however, there are some drawbacks rooted in this method. This ML method does not work for all possible $\alpha$, because the likelihood function is unbounded at $\theta = X_{n,n}$. Also, more than one solution will exist for equation (3.12) on the preceding page, and the smallest root yields an inconsistent estimator for $\alpha$, which will be the case when the estimator of $\theta$ is too close to $X_{n,n}$. In addition, there is a significant probability that equation (3.12) on the previous page has no root at all if $k$ is not too large.

To solve this problem of the conventional ML method, we can add a penalty multiplier, say $p(\theta, \alpha, X_{n,n-k}, \cdots, X_{n,n})$, to the likelihood function $L$. We can define a new likelihood function $L_1(\theta, c, \alpha)$ with $p(\theta, \alpha, X_{n,n-k}, \cdots, X_{n,n}) \to 0$ as $\theta \to X_{n,n}$ such that

$$L_1(\theta, c, \alpha) = L(\theta, c, \alpha) \cdot p(\theta, \alpha, X_{n,n-k}, \cdots, X_{n,n})$$

is bounded globally.

To avoid the unboundedness when $\theta$ is getting too close to $X_{n,n}$, we can choose

$$p(\theta, \alpha, X_{n,n-k}, \cdots, X_{n,n}) = \frac{\theta - X_{n,n}}{\alpha(\theta - X_{n,n-k})}$$

as the penalty term, and the penalized likelihood function becomes

$$L_1(\theta, c, \alpha) = e^{k+1} \alpha^k (\theta - X_{n,n})^\alpha (\theta - X_{n,n-k})^{-2}$$

$$\times \prod_{j=1}^{k-1} \left\{ (\theta - X_{n,n-k+j})^{\alpha-1} \right\} \{1 - c(\theta - X_{n,n-k})^\alpha\}^{n-k-1}$$

(3.13)

for $\theta > X_{n,n}$, and zero otherwise. In this case, $L_1(\theta, c, \alpha)$ is always bounded.

If $\alpha$ is known, say $\alpha = \alpha_0$, we can differentiate the log-likelihood function $L_1(\theta, c, \alpha_0)$ with respect to $\theta$ and $c$. The solution is that

$$\tilde{c} = ((k + 1)/n)(\bar{\theta} - X_{n,n})^{\alpha_0}$$

and $\tilde{\theta}$ is the solution to the following equation

$$h(\theta) := \frac{\theta - X_{n,n-k}}{\theta - X_{n,n}} + \left( 1 - \frac{1}{\alpha_0} \right) \sum_{j=1}^{k-1} \frac{\theta - X_{n,n-k}}{\theta - X_{n,n-k+j}} - \frac{2}{\alpha_0} - k = 0$$
If both $\theta$ and $\alpha$ are unknown, the new ML estimator $(\tilde{\theta}, \tilde{c}, \tilde{\alpha})$ of $(\theta, c, \alpha)$, by Qi [12], is defined as the maximizer of $L_1(\theta, c, \alpha)$. By solving the log-likelihood function we have:

$$\tilde{c} = \left( (k + 1)/n \right) (\tilde{\theta} - X_{n,n-k})^{-\tilde{\alpha}}$$  \hspace{1cm} (3.14)

$$\tilde{\alpha}^{-1} = \frac{1}{k} \sum_{j=1}^{k} \log \frac{\tilde{\theta} - X_{n,n-k}}{\tilde{\theta} - X_{n,n-k+j}}$$  \hspace{1cm} (3.15)

and $\tilde{\theta}$ is the smallest root to the equation

$$g(\theta) := \sum_{j=1}^{k} \left( \frac{\theta - X_{n,n-k}}{\theta - X_{n,n-k+j}} - 1 \right)$$

$$- \frac{1}{k} \left( \sum_{j=1}^{k} \log \frac{\theta - X_{n,n-k}}{\theta - X_{n,n-k+j}} \right) \left( 2 + \sum_{j=1}^{k-1} \frac{\theta - X_{n,n-k}}{\theta - X_{n,n-k+j}} \right) = 0$$  \hspace{1cm} (3.16)

This new ML method has some advantages over the traditional ML method. This method can be applied to all cases of $\alpha$, and the new ML estimator exists with probability one and can be uniquely determined, regardless of the sample size; Moreover, it is less biased and gives smaller standard error.
Chapter 4

Analysis

After we clean the data and clarify the methods of analysis, we conduct analysis and demonstrate the results in section 4.2 on page 17.

4.1 Analysis Procedure

Remember we are dealing with the world record of four running events: 100 meters, 200 meters, 400 meters, and 800 meters. The best results of these events are the ones with the smallest values. To facilitate our analysis, we transform the time (in seconds) to speed (in kilometers per hour). After we estimate the ultimate speed of a certain running event, we can transform it back to speed. If we want to give a confidence interval for our estimation result, we need to know the distribution of our estimates in seconds. Einmahl and Magnus\(^5\) have proved that the estimated world record in speed, \(\hat{x}^*\), converges to a normal distribution under certain conditions:

\[
\frac{\sqrt{k}(\hat{x}^* - x^*)}{\hat{a}} \overset{d}{\to} \mathcal{N}\left(0, \frac{(1 - \gamma)^2(1 - 3\gamma + 4\gamma^2)}{\gamma^4(1 - 2\gamma)(1 - 3\gamma)(1 - 4\gamma)}\right)
\]

(4.1)

Since the transformation from time (in seconds) to speed (in kilometers per hour) is not a linear transformation, we need to figure out the distribution of world records in seconds.

Suppose \(d\) (in meters) is the distance of certain running events, and the corresponding time is \(t\) (in seconds). Denote the speed (in kilometers per hour) as \(x\), then

\[
x = \frac{3.6 * d}{t}.
\]
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Once we have our estimated world record $\hat{x}^*$, we can calculate the corresponding world record in seconds by
\[
t = \frac{3.6 \cdot d}{\hat{x}^*}.
\] (4.2)

Let’s denote $\sigma_x^2$ the variance of equation (4.1), then we can rewrite it as
\[
\frac{\sqrt{k} (\hat{x}^* - x^*)}{\hat{a}} \overset{d}{\to} \mathcal{N}(0, \sigma_x^2)
\] (4.3)
where $x^*$ is the limit of endpoint.

Next, we can rewrite equation (4.3) as following:
\[
(\hat{x}^* - x^*) \overset{d}{\approx} \frac{\hat{a}}{\sqrt{k}} \mathcal{N}(0, \sigma_x^2)
\]
\[
\hat{x}^* \overset{d}{\approx} x^* + \frac{\hat{a}}{\sqrt{k}} \mathcal{N}(0, \sigma_x^2)
\]
\[
\hat{x}^* \overset{d}{\approx} x^* + \frac{\hat{a} \sigma_x}{\sqrt{k}} \mathcal{N}(0, 1)
\]
Together with equation (4.2), we get the following result:
\[
t = \frac{3.6 \cdot d}{\hat{x}^*}
= \frac{3.6 \cdot d}{x^* + \left(\frac{\hat{a} \sigma_x}{\sqrt{k}}\right) \mathcal{N}(0, 1)}
= \frac{3.6 \cdot d}{x^* \left(1 + \left(\frac{\hat{a} \sigma_x}{\sqrt{k}x^*}\right) \mathcal{N}(0, 1)\right)}
\]
Once we apply the Taylor expansion to the denominator, we derive the following equation:
\[
t \approx \frac{3.6 \cdot d}{x^*} \left(1 - \left(\frac{\hat{a} \sigma_x}{\sqrt{k}x^*}\right) \mathcal{N}(0, 1)\right)
\]
\[
\approx \frac{3.6 \cdot d}{x^*} - \left(\frac{3.6 \cdot \hat{a} \sigma_x}{\sqrt{k}(x^*)^2}\right) \mathcal{N}(0, 1)
\]
\[
\approx \frac{3.6 \cdot d}{x^*} + \left(\frac{3.6 \cdot \hat{a} \sigma_x}{\sqrt{k}(x^*)^2}\right) \mathcal{N}(0, 1)
\]
Altogether, we get the distribution of time, $t$:
\[
t \sim \mathcal{N} \left(\frac{3.6 \cdot d}{x^*}, \left(\frac{3.6 \cdot \hat{a} \sigma_x}{\sqrt{k}(x^*)^2}\right)^2\right)
\] (4.4)
Using the above equation, we can give standard error of world record in seconds, thus we can easily calculate the confidence interval for certain estimates.

Using the penalized MLE method, Qi[12] gives the confidence interval as following: If $\alpha_0 > 2$, then

$$
(n^{-\gamma_0}k^{1/2+\gamma_0}c^{-\gamma_0}(\tilde{\theta} - \theta_0), k^{1/2}(\tilde{\alpha}^{-1} - \alpha_0^{-1}) \overset{d}{\rightarrow} \mathcal{N}(0, \Sigma))
$$

where

$$
\Sigma = \begin{pmatrix}
\gamma_0^{-2}(1 + \gamma_0)^2(1 + 2\gamma_0) & (-\gamma_0)^{-1}(1 + \gamma_0)(1 + 2\gamma_0) \\
(-\gamma_0)^{-1}(1 + \gamma_0)(1 + 2\gamma_0) & (1 + \gamma_0)^2
\end{pmatrix}
$$

If we only focus on the $\tilde{\theta}$, then we have:

$$
n^{-\gamma_0}k^{1/2+\gamma_0}c^{-\gamma_0}(\tilde{\theta} - \theta_0) \sim \mathcal{N}(0, \gamma_0^{-2}(1 + \gamma_0)^2(1 + 2\gamma_0))
$$

$$
(\tilde{\theta} - \theta_0) \sim \left( \frac{1}{n^{-\gamma_0}k^{1/2+\gamma_0}c^{-\gamma_0}} \right) \cdot \mathcal{N}(0, \gamma_0^{-2}(1 + \gamma_0)^2(1 + 2\gamma_0))
$$

$$
\tilde{\theta} \sim \theta_0 + \mathcal{N}(0, \frac{n^{-2\gamma_0}c^{2\gamma_0}}{k^{1+2\gamma_0}\gamma_0^2}(1 + \gamma_0)^2(1 + 2\gamma_0))
$$

If we denote the standard error of $\tilde{\theta}$ as $\sigma_\theta$:

$$
\sigma_\theta = \sqrt{\frac{n^{-2\gamma_0}c^{2\gamma_0}}{k^{1+2\gamma_0}\gamma_0^2}(1 + \gamma_0)^2(1 + 2\gamma_0)}
$$

and apply the same technique to transform speed to time, we will be able to get the confidence interval of $\theta$ using penalized MLE method.

$$
t \approx \frac{3.6 \cdot d}{\theta_0 + \sigma_\theta \cdot \mathcal{N}(0, 1)}
$$

$$
\approx \frac{3.6 \cdot d}{\theta_0 \left( 1 + \frac{\sigma_\theta}{\theta_0} \mathcal{N}(0, 1) \right)}
$$

$$
\approx \frac{3.6 \cdot d}{\theta_0} \left( 1 - \frac{\sigma_\theta}{\theta_0} \mathcal{N}(0, 1) \right)
$$

$$
\approx \frac{3.6 \cdot d}{\theta_0} - \left( \frac{3.6 \cdot d \cdot \sigma_\theta}{\theta_0^2} \mathcal{N}(0, 1) \right)
$$

So we have the distribution of time:

$$
t \sim \mathcal{N}\left( \frac{3.6 \cdot d}{\theta_0}, \left( \frac{3.6 \cdot d \cdot \sigma_\theta}{\theta_0^2} \right)^2 \right)
$$

(4.5)
4.2 Analysis Results

4.2.1 Moment Method

As we mentioned in previous chapter, we are predicting the world record in the near future, not 50 years from now. We will use the personal bests to conduct analysis, and each athlete only appears once in the dataset of a certain event. The table (4.1) gives a brief summary of our data. The Depth is the number of data entries, and this number ranges from 363 up to 970, which means we have enough data to analyze. The Worst and Best are the technically lowest and highest world record from our dataset. The data here are recorded in seconds:

<table>
<thead>
<tr>
<th>Event</th>
<th>Depth</th>
<th>Worst</th>
<th>Best</th>
<th>Depth</th>
<th>Worst</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>970</td>
<td>10.30</td>
<td>9.78</td>
<td>578</td>
<td>11.38</td>
<td>10.49</td>
</tr>
<tr>
<td>200 meters</td>
<td>512</td>
<td>22.91</td>
<td>19.63</td>
<td>400</td>
<td>23.50</td>
<td>22.00</td>
</tr>
<tr>
<td>400 meters</td>
<td>363</td>
<td>46.20</td>
<td>43.62</td>
<td>450</td>
<td>53.20</td>
<td>48.70</td>
</tr>
<tr>
<td>800 meters</td>
<td>722</td>
<td>106.60</td>
<td>101.10</td>
<td>503</td>
<td>121.07</td>
<td>113.28</td>
</tr>
</tbody>
</table>

The estimator of $\gamma$, the extreme value index, defined by Dekkers, Einmahl, and de Haan[7] is:

$$\hat{\gamma} = M_n^{(1)} + 1 - \frac{1}{2} \left(1 - \left(\frac{M_n^{(1)}}{M_n^{(2)}}\right)^2\right)^{-1};$$

(4.6)

After we run the data in our program, we can obtain the estimation of $\gamma$ for the 8 different events and get the following table (4.2):

<table>
<thead>
<tr>
<th>Event</th>
<th>Men</th>
<th>women</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>-0.13</td>
<td>-0.14</td>
</tr>
<tr>
<td>200 meters</td>
<td>-0.14</td>
<td>-0.18</td>
</tr>
<tr>
<td>400 meters</td>
<td>-0.22</td>
<td>-0.18</td>
</tr>
<tr>
<td>800 meters</td>
<td>-0.24</td>
<td>-0.26</td>
</tr>
</tbody>
</table>

We assume that each estimate of $\gamma$ is strictly less than 0 for all 8 events, so the corresponding estimate of the endpoint is finite: $x^* < \infty$. With the estimator of $\gamma$, we
will be able to obtain the estimated extreme speed. Using the transformation defined in section (4.1) and equation (4.4), we give a table of our endpoint estimators, standard error (SE), current best results, and confidence intervals. The “Current Best” are the newest world records by the time this project is done. For each one-sided lower confidence interval, the lower bond is calculated using the standard error and the estimate; while the upper bond is the highest record in the dataset we collected:

### Table 4.3: Ultimate world records of male athletes using moment method

<table>
<thead>
<tr>
<th>Event</th>
<th>SE</th>
<th>Estimator</th>
<th>Current Best</th>
<th>Lower C.I. (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>0.42</td>
<td>9.38</td>
<td>9.58</td>
<td>(8.69, 9.78)</td>
</tr>
<tr>
<td>200 meters</td>
<td>0.79</td>
<td>18.83</td>
<td>19.19</td>
<td>(17.53, 19.63)</td>
</tr>
<tr>
<td>400 meters</td>
<td>0.69</td>
<td>42.94</td>
<td>43.18</td>
<td>(41.79, 43.62)</td>
</tr>
<tr>
<td>800 meters</td>
<td>0.97</td>
<td>100.39</td>
<td>100.91</td>
<td>(98.78, 101.10)</td>
</tr>
</tbody>
</table>

### Table 4.4: Ultimate world records of female athletes using moment method

<table>
<thead>
<tr>
<th>Event</th>
<th>SE</th>
<th>Estimator</th>
<th>Current Best</th>
<th>Lower C.I. (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>0.44</td>
<td>10.02</td>
<td>10.49</td>
<td>(9.30, 10.49)</td>
</tr>
<tr>
<td>200 meters</td>
<td>0.90</td>
<td>21.16</td>
<td>21.34</td>
<td>(19.68, 22.00)</td>
</tr>
<tr>
<td>400 meters</td>
<td>1.47</td>
<td>47.07</td>
<td>47.60</td>
<td>(44.65, 48.70)</td>
</tr>
<tr>
<td>800 meters</td>
<td>2.97</td>
<td>109.00</td>
<td>113.47</td>
<td>(104.12, 113.28)</td>
</tr>
</tbody>
</table>

#### 4.2.2 Penalized Maximum Likelihood Estimation

Using the penalized maximum likelihood method, the estimates of $\theta$ and $\alpha$ are guaranteed to exist. By solving equation (3.16) and then using equation (3.14), we can obtain the estimates of $\theta$ and $\alpha$. As mentioned above, the $\hat{\theta}$ is the smallest solution to the equation (3.16):

$$g(\theta) := \sum_{j=1}^{k} \left( \frac{\theta - X_{n,n-k-j}}{\theta - X_{n,n-k+j}} \right) - \frac{1}{k} \left( \sum_{j=1}^{k} \log \frac{\theta - X_{n,n-k-j}}{\theta - X_{n,n-k+j}} \right) \left( 2 + \sum_{j=1}^{k-1} \frac{\theta - X_{n,n-k-j}}{\theta - X_{n,n-k+j}} \right) = 0$$

The following eight graphs are the $g(\theta)$ of eight different running events, and it is clear that $g(\theta)$ of each event has a unique solution:
From the graphs above, we can see each event will have a unique estimate of $\tilde{\alpha}^{-1}$ and $\tilde{\theta}$. Remember, the $\gamma$ in moment method is $\gamma = \frac{-1}{\tilde{\alpha}}$, so we can give a table as following:

Table 4.5: Estimate of $\gamma$

<table>
<thead>
<tr>
<th>Event</th>
<th>Men</th>
<th>women</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>-0.20</td>
<td>-0.21</td>
</tr>
<tr>
<td>200 meters</td>
<td>-0.14</td>
<td>-0.28</td>
</tr>
<tr>
<td>400 meters</td>
<td>-0.22</td>
<td>-0.17</td>
</tr>
<tr>
<td>800 meters</td>
<td>-0.21</td>
<td>-0.18</td>
</tr>
</tbody>
</table>

In order to compare with the moment method, we try to use the same $k$ for all events and obtain two table similar to tables 4.3 and table 4.4. The “Current Best” are the newest world records by the time this project is done. For each one-sided lower confidence interval, the lower bond is calculated using the standard error and the estimate; while the upper bond is the highest record in the dataset we collected:

Table 4.6: Ultimate world records of male athletes using penalized MLE

<table>
<thead>
<tr>
<th>Event</th>
<th>SE</th>
<th>Estimator</th>
<th>Current Best</th>
<th>Lower C.I. (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>0.13</td>
<td>9.60</td>
<td>9.58</td>
<td>(9.38, 9.78)</td>
</tr>
<tr>
<td>200 meters</td>
<td>0.68</td>
<td>18.83</td>
<td>19.19</td>
<td>(17.71, 19.63)</td>
</tr>
<tr>
<td>400 meters</td>
<td>0.49</td>
<td>42.98</td>
<td>43.18</td>
<td>(42.17, 43.62)</td>
</tr>
<tr>
<td>800 meters</td>
<td>0.97</td>
<td>99.82</td>
<td>100.91</td>
<td>(98.22, 101.10)</td>
</tr>
</tbody>
</table>

Table 4.7: Ultimate world records of female athletes using penalized MLE

<table>
<thead>
<tr>
<th>Event</th>
<th>SE</th>
<th>Estimator</th>
<th>Current Best</th>
<th>Lower C.I. (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>0.40</td>
<td>9.81</td>
<td>10.49</td>
<td>(9.15, 10.49)</td>
</tr>
<tr>
<td>200 meters</td>
<td>0.23</td>
<td>21.82</td>
<td>21.34</td>
<td>(21.42, 22.00)</td>
</tr>
<tr>
<td>400 meters</td>
<td>1.32</td>
<td>46.87</td>
<td>47.60</td>
<td>(44.69, 48.70)</td>
</tr>
<tr>
<td>800 meters</td>
<td>2.71</td>
<td>110.07</td>
<td>113.47</td>
<td>(105.61, 113.28)</td>
</tr>
</tbody>
</table>
Figure 4.1: $g(\theta)$ of first four running events.
Figure 4.2: $g(\theta)$ of last four running events.
Chapter 5

Conclusion

In estimating the new world record in the near future, both the moment method and the penalized MLE method can be applied. For the moment method, one important thing is the estimator of $\gamma$, which can never be positive if we want a finite estimate of the world record, however, the penalized MLE method works for all cases, and it is guaranteed to have a unique solution. Here is a table of 95% confidence interval of all events using both methods:

<table>
<thead>
<tr>
<th>Event</th>
<th>Current Best</th>
<th>Moment Method</th>
<th>Penalized MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>9.58</td>
<td>(8.69, 9.78)</td>
<td>(9.38, 9.78)</td>
</tr>
<tr>
<td>400 meters</td>
<td>43.18</td>
<td>(41.79, 43.62)</td>
<td>(42.17, 43.62)</td>
</tr>
<tr>
<td>800 meters</td>
<td>100.91</td>
<td>(98.78, 101.10)</td>
<td>(98.22, 101.10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>Current Best</th>
<th>Moment Method</th>
<th>Penalized MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 meters</td>
<td>10.49</td>
<td>(9.30, 10.49)</td>
<td>(9.15, 10.49)</td>
</tr>
<tr>
<td>200 meters</td>
<td>21.34</td>
<td>(19.68, 22.00)</td>
<td>(21.42, 22.00)</td>
</tr>
<tr>
<td>400 meters</td>
<td>47.60</td>
<td>(44.65, 48.70)</td>
<td>(44.69, 48.70)</td>
</tr>
<tr>
<td>800 meters</td>
<td>113.47</td>
<td>(104.12, 113.28)</td>
<td>(105.61, 113.28)</td>
</tr>
</tbody>
</table>
In the tables above, the current world record is given in the column “Current Best”, and the confidence intervals come from table(4.3), table(4.4), table(4.6), and table(4.7). If the estimation is good, the standard error should be relatively small, and the confidence interval should be relatively narrow.

If we look at the standard error of each event, the estimate given by the penalized MLE method is much smaller than the one calculated using the moment method. Furthermore, although the confidence intervals using the moment method contain all other current world records, they are clearly much wider, thus less useful than the confidence intervals calculated by the penalized MLE method. To summarize, both methods could be used to obtain estimate of future world records, but the penalized MLE method gives a smaller standard error and thus narrower confidence intervals.
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Appendix A

R code

For this project, two methods are used to analyze the dataset, and they are attached in the following two sections.

A.1 Code for the moment method

#-------------------------------------------------------#
# Project code              #
#-------------------------------------------------------#

#-------------------------------------------------------#
### For 100 meters male    ###
#-------------------------------------------------------#
setwd("C:/Users/Stats Project/Summer Research/data/project data")
rm(list=ls())
data <- read.csv("100m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-105       ### k is the number of upper statistics
### moments estimate when r=1
m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)
### moments estimate when r=2
### For 100 meters female

```r
rm(list=ls())
data <- read.csv("100m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed[1:578],decreasing = F)
n<-length(x)
k<-300  ### k is the number of upper statistics
### moments estimate when r=1
m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)
### moments estimate when r=2
m2<-(1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2),na.rm=TRUE)
### 1st estimate of gamma, denoted as "g1"
g1<-m1+1-(1/2)*(1-(m1^2)/m2)^(-1)
```
g1 <- -.14
### Estimate a, since g1=-0.0723864, negative, then
a1 <- x[n-k]*m1*(1-g1)
### Estimate of b:
b <- x[n-k]
### Estimate of end point, x*:
x1 <- b-a1/g1
### Estimate the expected number of exceedances of the current world record,
# denote as Q:
Q1 <- k*((max(0,1+g1*(x[n]-b)/a1))^(-1/g1))
### Use v denote the variance:
v <- ((1-g1)^2)*(1-3*g1+4*(g1^2))/(g1^4*(1-2*g1)*(1-3*g1)*(1-4*g1))
### SD of time after transform it back
st <- (3.6*100*a1*sqrt(v))/(sqrt(k)*x1^2)

#--------------------------------#
### 200 meters male ###
#--------------------------------#
rm(list=ls())
data <- read.table("200m_male.csv", header = TRUE, sep = ",")
x <- sort(data$speed)
n <- length(x)
k <- 148
### moments estimate when r=1
m1 <- (1/k)*sum(log(x[(n-k+1):n]/x[n-k]), na.rm=TRUE)
### moments estimate when r=2
m2 <- (1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2), na.rm=TRUE)
### 1st estimate of gamma, denoted as "g1"
g1 <- m1+1-(1/2)*(1-(m1^2)/m2)^(-1)
### Estimate a, since g1=-0.0723864, negative, then
a1 <- x[n-k]*m1*(1-g1)
### Estimate of b:

\[ b \leftarrow x[n-k] \]

### Estimate of end point, \( x^* \):

\[ x_1 \leftarrow b - a_1/g_1 \]

### Estimate the expected number of exceedances of the current world record, # denote as \( Q \):

\[ Q_1 \leftarrow k \times (\max(0, 1 + g_1 \times (x[n] - b) / a_1))^{-1/g_1} \]

### Use \( v \) denote the variance:

\[ v \leftarrow ((1 - g_1)^2 \times (1 - 3 \times g_1 + 4 \times (g_1^2)) / (g_1^4 \times (1 - 2 \times g_1) \times (1 - 3 \times g_1) \times (1 - 4 \times g_1))) \]

### SD of time after transform it back

\[ s_t \leftarrow (3.6 \times 200 \times a_1 \times \sqrt{v}) / (\sqrt{k} \times x_1^2) \]

#--------------------------------#

### For 200 meters female  #--------------------------------#

```r
rm(list=ls())
data <- read.csv("200m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-50

### moments estimate when \( r=1 \)

\[ m_1 \leftarrow (1/k) \times \sum(\log(x[(n-k+1):n] / x[n-k]), na.rm=TRUE) \]

### moments estimate when \( r=2 \)

\[ m_2 \leftarrow (1/k) \times \sum((\log(x[(n-k+1):n] / x[n-k])^2), na.rm=TRUE) \]

### 1st estimate of gamma, denoted as "\( g_1 \)"

\[ g_1 \leftarrow -m_1 + 1 - (1/2) \times (1 - (m_1^2)/m_2)^{-1} \]

\[ g_1 \leftarrow -.18 \]

### Estimate \( a \), since \( g_1 \approx -0.0723864, \) negative, then

\[ a_1 \leftarrow x[n-k] \times m_1 \times (1 - g_1) \]

### Estimate of \( b \):

\[ b \leftarrow x[n-k] \]
```
### Estimate of end point, x*:

\[ x_1 = b - \frac{a_1}{g_1} \]

### Estimate the expected number of exceedances of the current world record, denote as Q:

\[ Q_1 = k \left( \max(0, 1 + g_1 \cdot (x[n] - b)/a_1) \right)^{-\frac{1}{g_1}} \]

### Use v denote the variance:

\[ v = \frac{(1-g_1)^2 \cdot (1-3g_1+4g_1^2)}{(g_1^4 \cdot (1-2g_1) \cdot (1-3g_1) \cdot (1-4g_1))} \]

### SD of time after transform it back

\[ st = \frac{(3.6 \cdot 200 \cdot a_1 \cdot \sqrt{v})}{(\sqrt{k} \cdot x_1^2)} \]

#--------------------------------#

### For 400 meters male ###
#--------------------------------#

```r
rm(list=ls())
data <- read.csv("400m_male.csv", header = TRUE, sep = ",")x<-sort(data$speed)n<-length(x)k<-200### moments estimate when r=1m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)### moments estimate when r=2m2<-(1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2),na.rm=TRUE)### 1st estimate of gamma, denoted as "g1"g1<-m1+1-(1/2)*(1-(m1^2)/m2)^(-1)g1### Estimate a, since g1=-0.0723864, negative, then a1<-x[n-k]*m1*(1-g1)### Estimate of b:b<-x[n-k]### Estimate of end point, x*:x1<- b - a1/g1
```
### Estimate the expected number of exceedances of the current world record, denote as Q:
Q1<-k*((max(0,1+g1*(x[n]-b)/a1))^(-1/g1))
### Use v denote the variance:
v<-(1-g1)^2*(1-3*g1+4*(g1^2))/(g1^4*(1-2*g1)*(1-3*g1)*(1-4*g1))
### SD of time after transform it back
st<-(3.6*400*a1*sqrt(v))/(sqrt(k)*x1^2)

#-------------------------------------------------------------#
### For 400 meters female ###
#-------------------------------------------------------------#
rm(list=ls())
data <- read.csv("400m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-180
### moments estimate when r=1
m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)
### moments estimate when r=2
m2<-(1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2),na.rm=TRUE)
### 1st estimate of gamma, denoted as "g1"
g1<-m1+1-(1/2)*(1-(m1^2)/m2)^(-1)
g1
### Estimate a, since g1=-0.0723864, negative, then
a1<-x[n-k]*m1*(1-g1)
### Estimate of b:
b<-x[n-k]
### Estimate of end point, x*:
x1<- b-a1/g1
### Estimate the expected number of exceedances of the current world record, denote as Q:
Q1<-k*((max(0,1+g1*(x[n]-b)/a1))^(-1/g1))
### Use v denote the variance:
v<-(((1-g1)^2)*(1-3*g1+4*(g1^2))/(g1^4*(1-2*g1)*(1-3*g1)*(1-4*g1)))
### SD of time after transform it back
st<-(3.6*400*a1*sqrt(v))/(sqrt(k)*x1^2)

#---------------------------------
### For 800 meters male   ###
#---------------------------------
rm(list=ls())
data <- read.csv("800m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-250
### moments estimate when r=1
m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)
### moments estimate when r=2
m2<-(1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2),na.rm=TRUE)
### 1st estimate of gamma, denoted as "g1"
g1<-m1+1-(1/2)*(1-(m1^2)/m2)^(-1)
g1
### Estimate a, since g1=-0.0723864, negative, then
a1<-x[n-k]*m1*(1-g1)
### Estimate of b:
b<-x[n-k]
### Estimate of end point, x*:
x1<- b-a1/g1
### Estimate the expected number of exceedances of the current world record, #denote as Q:
Q1<-k*((max(0,1+g1*(x[n]-b)/a1))^(-1/g1))
### Use v denote the variance:
v<-(1-g1)^2*(1-3*g1+4*(g1^2))/(g1^4*(1-2*g1)*(1-3*g1)*(1-4*g1))
### SD of time after transform it back
st<-(3.6*800*a1*sqrt(v))/(sqrt(k)*x1^2)

#--------------------------------#
### For 800 meters female ###
#--------------------------------#
rm(list=ls())
data <- read.csv("800m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-50
### moments estimate when r=1
m1<-(1/k)*sum(log(x[(n-k+1):n]/x[n-k]),na.rm=TRUE)
### moments estimate when r=2
m2<-(1/k)*sum((log(x[(n-k+1):n]/x[n-k])^2),na.rm=TRUE)
### 1st estimate of gamma, denoted as "g1"
g1<-m1+1-(1/2)*(1-(m1^2)/m2)^(-1)
g1<--.26
### Estimate a, since g1=-0.0723864, negative, then
a1<-x[n-k]*m1*(1-g1)
### Estimate of b:
b<-x[n-k]
### Estimate of end point, x*:
x1<- b-a1/g1
### Estimate the expected number of exceedances of the current world record, #denote as Q:
Q1<-k*((max(0,1+g1*(x[n]-b)/a1))^(-1/g1))
### Use v denote the variance:
v<-(1-g1)^2*(1-3*g1+4*(g1^2))/(g1^4*(1-2*g1)*(1-3*g1)*(1-4*g1))
### SD of time after transform it back
\[ s_t = \frac{3.6 \cdot 800 \cdot a_1 \cdot \sqrt{v}}{(\sqrt{k}) \cdot x_1^2} \]

A.2 Code for penalized maximum likelihood method

```r
#--------------------------------#
### For 100 meters male ###
#--------------------------------#
setwd("C:/Users/Stats Project/Summer Research/data/project data")
rm(list=ls())
data <- read.csv("100m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-105

ftn <- function(theta)
return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)])))))
pred<-bisection(ftn, 36.81, (36.81+5), tol = 1e-6)
pred
3.6*100/pred
z<-seq(36.81, (36.81+5),by=.005)

for (i in 1:length(z)) {
  y[i]<-ftn(z[i])
}
plot(y,ylim=c(-.5,.5),type="l")

#--------------------------------#
### For 100 meters female ###
#--------------------------------#```
```
rm(list=ls())
data <- read.csv("100m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed[1:578],decreasing = F)
n<-length(x)
k<-6  ### k is the number of upper statistics
ftn <- function(theta)
  return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/
  (theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):n-1]))))
pred<-bisection(ftn, 35.945, (35.945+5.0011), tol = 1e-6)
pred
3.6*100/pred

z<-seq(35.945, (35.945+5.0011),by=.005)

y<-rep(0,length(z))

for (i in 1:length(z)) {
  y[i]<-ftn(z[i])
}
plot(y,ylim=c(-.5,.5),type="l")

#--------------------------------#
### For 200 meters male ###
#--------------------------------#
rm(list=ls())
data <- read.table("200m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-148
```
ftn <- function(theta)
return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)]))))
pred<-bisection(ftn, 36.679, (36.679+5), tol = 1e-6)
pred
3.6*200/pred

z<-seq(36.679, (36.679+5),by=.005)

y<-rep(0,length(z))

for (i in 1:length(z)) {
    y[i]<-ftn(z[i])
}
plot(y,ylim=c(-.5,.5),type="l"

#--------------------------------#
### For 200 meters female ###
#--------------------------------#

rm(list=ls())
data <- read.csv("200m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-50

ftn <- function(theta)
return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)]))))
pred<-bisection(ftn, 32.7273, (32.7273+5), tol = 1e-6)
pred
3.6*200/pred
z<-seq(32.7273, (32.7273+5), by=.005)

y<-rep(0,length(z))

for (i in 1:length(z)) {
    y[i]<-ftn(z[i])
}

plot(y,ylim=c(-.5,.5),type="l")

#--------------------------------#
### For 400 meters male ###
#--------------------------------#
ray(list=ls())
data <- read.csv("400m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-200

ftn <- function(theta)
    return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1/(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)]))))

pred<-bisection(ftn, 33.013, (33.013+5), tol = 1e-6)

pred

3.6*400/pred

z<-seq(33.013, (33.013+5), by=.005)

y<-rep(0,length(z))

for (i in 1:length(z)) {
\[
y[i]<-f(tn(z[i])\\}
\]
plot(y,ylim=c(-.5,.5),type="l")

#--------------------------------#
#### For 400 meters female ####
#--------------------------------#
rm(list=ls())
data <- read.csv("400m_female.csv", header = TRUE, sep = ",")x<-sort(data$speed)n<-length(x)k<-180ftn <- function(theta) return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)]))))pred<-bisection(ftn, 29.569, 33, tol = 1e-6)pred3.6*400/pred

z<-seq(29.569,33,by=.005)y<-rep(0,length(z))
for (i in 1:length(z)) {
 y[i]<-ftn(z[i])
}
plot(y,ylim=c(-.5,.5),type="l")

#--------------------------------#
#### For 400 meters female ####
#--------------------------------#
#--------------------------------#

rm(list=ls())
data <- read.csv("800m_male.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-250

ftn <- function(theta)
  return(sum((theta-x[n-k])/(theta-x[(n-k+1):n])-1/(1/k)*sum(log((theta-x[n-k])/
  (theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)]))))
pred<-bisection(ftn, 28.487, (28.487+5), tol = 1e-6)
pred
3.6*800/pred

z<-seq(28.487, (28.487+5),by=.005)
y<-rep(0,length(z))

for (i in 1:length(z)) {
  y[i]<-ftn(z[i])
}
plot(y ylim=c(-.5,.5),type="l")

#--------------------------------#

### For 800 meters female ###
#--------------------------------#

rm(list=ls())
data <- read.csv("800m_female.csv", header = TRUE, sep = ",")
x<-sort(data$speed)
n<-length(x)
k<-35

ftn <- function(theta)
return(sum(((theta-x[n-k])/(theta-x[(n-k+1):n])-1)-(1/k)*sum(log((theta-x[n-k])/(theta-x[(n-k+1):n])))*(2+sum((theta-x[n-k])/(theta-x[(n-k+1):(n-1)])))))
pred<-bisection(ftn, 26.16, (26.16+5.00341), tol = 1e-6)
pred
3.6*800/pred

z<-seq(26.16, (26.16+5),by=.005)

y<-rep(0,length(z))

for (i in 1:length(z)) {
  y[i]<-ftn(z[i])
}
plot(y,ylim=c(-.5,.5),type="l")